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Abstract. Several techniques can be used to solve multi-criteria decision making 
(MCDM) problems and to provide a global ranking of the alternatives considered. 
However, in a context with a high number of alternatives and where decision 

criteria relate to soft goals, the decision problem is particularly hard to solve. This 
paper analyzes the use of artificial neural networks to improve the relevance of the 
ranking of alternatives delivered by MCDM problem-solving techniques. 
Afterwards, a model using a combination of artificial neural networks and of the 
weighted sum model, a particular MCDM problem-solving technique, is built to 
recommend smartphones.  

1 Introduction 

 Decision making refers to a situation where a Decision Maker (DM) has to 

choose a course of action among multiple alternatives [1]. When the DM tries to 

achieve multiple objectives conflicting with each other, this situation is referred to as 

a Multi-Criteria Decision Making (MCDM) problem [2]. Solving an MCDM problem 

comes down to determining the optimal alternative  with the highest degree of 

desirability with respect to all relevant criteria , each being assigned a weight of 

importance  [2].  

 As explained in [2], a wide variety of techniques to solve MCDM problems 

exists and generally follows a three-step process. The first step consists in 

determining what are the relevant goals (and criteria used to measure to which extent 

the goals are satisfied), as well as the alternatives among which a choice must be 

made. In the second step, numerical measures are attributed to the importance of the 

criteria and on the impact of the alternatives on these criteria. Finally, in the 

evaluation step, all of these numerical values are processed to produce a ranking of 
the alternatives.  

 Solving MCDM problems may seem quite straightforward with simple and 

intuitive underlying mathematics. However, applying this process to a concrete case 

can be quite difficult because of the evaluation step, particularly when decision goals 

are classified as soft goals. Indeed, soft goals are by definitions goals for which there 

is no clear-cut criterion determining the extent to which they are satisfied. Some 

techniques offer to guide the decision maker in the evaluation through continuous 
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pairwise comparisons between alternatives [2]. This approach makes the evaluation 

easier but is not scalable when there is a high number of alternatives and/or criteria 

[3]. Therefore, finding a solution to help evaluating the alternatives is one way to 

improve the relevance of the rankings of alternatives provided by existing MCDM 

problem-solving techniques.  

 Evaluating an alternative regarding a given decision criterion can be considered 

as a function approximation problem. The inputs of this function are the tangible 
characteristics of the alternative along with the preferences of the decision maker. As 

of the output, it would be the impact of the alternative on the criterion. In this paper, 

we will use the Artificial Neural Networks (ANNs) to approximate such a  function 

and help assessing the impact of the alternatives on the decision criteria [4, Sec. 

13.4.7].  

 The goal of this paper is thus to answer the following research question: “How 

can Artificial Neural Networks be used in order to improve the relevance of the 

ranking of alternatives delivered by existing MCDM techniques?”. In this paper, we 

will study the case of a Smartphone recommender system to illustrate both the 

theoretical and practical challenges arising in MCDM techniques as well as how 

ANNs can help to solve them. This use case is particularly relevant as, in the choice 

of a smartphone, many alternatives and soft goals arise. Furthermore, the evaluation 
would be significantly different from one person to another.  

2 Background  

 The specific MCDM technique we will focus on in this paper is the Weighted 

Sum Model (WSM). With this technique, each alternative is assigned a score which is 

a weighted sum of the (numerical) impact of the alternative on the decision criteria. 

The solution to the MCDM problem is then the alternative which has the highest 

score. Other techniques offer relevant solutions to solve MCDM problems such as the 

Weighted Product Model (WPM), Analytic Hierarchy Process (AHP) or the 

Technique for Order Preference by Similarity to Ideal Solution (TOPSIS), and 

variants of these. 
 There are two main methods to produce a ranking of the alternatives using 

ANNs. The first one consists in computing a score for each alternative using ANNs, 

and then to rank the alternatives based on this score [1]. In this case, it is a prediction 

problem. Another way to do so is to take a classification approach, where an ANN 

will define which alternative has the highest probability of being the best one [5]. 

Using an ANN to produce the ranking (directly or indirectly) seem to be the most 

common approach. In different cases though, (parts of) traditional MCDM techniques 

are used in order to fulfill steps of the solving process that come before the ranking of 

the alternatives. 

 The main integrations of MCDM techniques and ANNs found in the literature 

consider techniques such as (fuzzy) AHP or TOPSIS. In the first case, AHP can be 
used for two different tasks: either the decomposition of the decision problem [6] or 

for the definition of the weights assigned to the decision criteria [1]. When used in 

combination with TOPSIS, the most common goal of ANNs seems to be the 

prediction of a performance score. In this context, TOPSIS is used as a technique to 

rank different units considered as alternatives (e.g. airline companies or banks) in 
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terms of performance or efficiency. The ranking which is produced will then be used 

as output to train an ANN aiming at predicting the performance of a theoretical unit 

(alternative) based on different factors [7], [8].  

 In this paper, we will apply ANNs to the WSM technique to demonstrate how 

this integration can be applied to a practical case and which challenges emerge from 

it. In that regard, we will be able to further underline the relevance of this integration 

for future practical applications and research in that domain.  

3 Research Model 

 In order to evaluate the relevance of using ANNs to predict the extent to which 

particular soft goals are satisfied by alternatives in an MCDM problem, we built a 

concrete model recommending smartphones to consumers. This model takes as inputs 

the particular use that the consumer has of a smartphone as well as the technical 

characteristics of a given smartphone. Then, the extent to which soft goals of the 

consumer would be satisfied by the smartphone at hand are predicted using ANNs. 

The resulting predictions are then processed using a particular MCDM technique (the 

Weighted Sum Model), which gives a score to the smartphone as result.  

 In order to build the smartphone recommendation model, we conduct a number 

of different steps following the methodology described in [9]. The first one was to 
understand what were the drivers of the satisfaction of consumers towards their 

smartphone, and what were their purchase criteria. This was done through an 

exploratory review of papers that discuss factors influencing the smartphone purchase 

decisions [10]–[12] and through semi-structured interviews with smartphone owners 

following literature’s best practices [13]. The main considered dimensions were the 

following: User Experience Satisfaction, Battery Life Satisfaction, Camera 

Satisfaction, Gaming Satisfaction, Browsing Experience Satisfaction, Storage 

Satisfaction and Design Satisfaction. The second step is the development and the 

dissemination of a questionnaire to gather data about opinions and behavior of the 

target population on the cited dimensions. After having collected the necessary data 

(N=255 respondents or “data points”), we proceed to the data analysis and building of 
ANNs to make the required predictions with the R software. After that, the 

predictions were processed using a Weighted Sum Model, which gives each 

smartphone a global score. Finally, the relevance of the results delivered by the 

integrated model (ANNs and WSM) has been analyzed and further validated with 3 

respondents. 

4 Results 

 For each dimensions of the satisfaction towards a smartphone, a separate ANN 

model was built. This choice results from an issue related to the number of degrees of 

freedom. The more variables are taken into account in the model, the more data points 

are required for the model to be trained correctly. In the case of a single data 

prediction, less variables are involved and a smaller dataset can therefore be used. 
Considering that the gathered data consisted of 255 data points and that we aim at 
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predicting 7 variables, this approach is more appropriate, as we could use all the data 

points for each variable to predict. 

4.1 Variable Selection 

 The considered variables to make the predictions about the dimensions can be 

grouped in two categories: variables that represent preferences of the decision maker 
and variables representing technical specifications of the smartphones. In order to 

build the ANNs, we selected a number of candidate variables for each dimension to 

predict. Then, we used backward stepwise regressions to define which ones to keep in 

the model.   

4.2 ANN Models 

 When building ANNs, a number of elements needs to be defined. The 

elaboration of a smartphone recommendation model is here mainly a proof of 

concept. Considering this, only basic ANNs models were built. For each variable to 

predict, a 3-Layer Multi-Layer Perceptron (MLP) was trained using cross-validation 
(10-folds) and the error backpropagation algorithm with default parameters. The 

chosen activation function and error measurement were, respectively the logistic 

function and the Root-Mean Squared Error (RMSE). Regarding the topology of the 

ANNs, only one hidden layer was considered. The rationale behind this choice is that 

theoretically, a 3-layers MLP can approximate any continuous function to any degree 

of accuracy [4]. To guide the choice of the number of hidden neurons in this unique 

hidden layer, the -ratio rule [14] has been used. This ratio is calculated based on the 

number of data points in the training set and on the number of connections of the 

ANN (based on the chosen topology). Ideally, this ratio should fall within a given 

range. As this was considered as a guide, a broader range of potential number of 

hidden neurons was evaluated, and the topology providing the best results (i.e. lowest 

cross-validated RMSE) was kept.  

4.3 WSM Design 

 In order to use the Weighted Sum Model to evaluate the candidate smartphones, 

two elements need to be defined. The first one is the satisfaction score for each 

dimension of the smartphones, and the second is the weight associated to each 

dimension. The determination of the satisfaction score is handled by the ANNs. To 

determine the weights, a questionnaire needs to be filled in by the decision maker, 

where (s)he is asked to give a score of importance to each dimension. These scores 

were used as weights in the WSM. Figure 1 summarizes how smartphones are 

evaluated (i.e. given a global score) using this model.  

 To validate the approach suggested in this paper, the recommendation system 
was tested on different respondents. For the global ranking, two respondents filled-in 

the questionnaire used to define their preferences and a list of three smartphones 

(high-end, mid-end, low-end) were ranked for them. For one respondent, the ranking 

was accurate and for the other, two smartphones needed to be switched because of a 

particular preference that could have been easily added as a direct (optional) filter on 

the results. 
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 To evaluate the ability of the ANNs to predict scores regarding different 

dimensions of a smartphone, we evaluated the smartphones of 3 respondents to 

predict their respective scores, and we validated the results with the owner of the 

smartphone. Overall, the results were accurate, and when deviations were noticed, 

some leads for improving the model could be derived (e.g. under the form of other 

variables to take into account). 

 

 

Figure 1 – Evaluating a Smartphone 

5 Conclusion and Future Work 

 This paper contributes to the integration of ANNs within MCDMs techniques 

for evaluating alternatives both at theoretical and at practical level. As implication for 

theory, this paper described another possibility of integrations between ANNs and 

MCDMs problem by describing how ANNs improve the relevance of the rankings of 

alternatives delivered by MCDM problem-solving techniques. As implication for 

practice, this paper has suggested a proof-of-concept that could in further 

development lead to a fully-fledged recommendation system. The potential of this 

proof of concept has already been validated thanks to a close validation with practice.  

 On top of traditional limitations linked with ANNs (risk of overfitting, risk of 
being trapped in local optima, black box functioning and difficulty to find optimal 

parameters), this paper also has limitations that open the discussion for further work. 

One dimension for which the predictive model performed unsurprisingly less good 

was the design of the smartphone and this constitute an excellent lead for further 

research.  Indeed, design is very subjective and an important part of the variables 

representing the preferences of the stakeholders regarding the design were not 

identified as relevant predictors. This is an aspect that should be further investigated 

to improve the smartphone recommendation model. In the model which was 

developed, the weights of the different decision criteria were given directly by the 

decision makers. This fact leads us to a last aspect that would require further 

investigation, which is the integration of ANNs with other MCDM techniques. For 

instance, when choosing a smartphone, trade-offs between dimensions are important 
and the AHP approach for the determination of the weights could provide interesting 

results in such a context. 
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