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Abstract. Here we examine astronomical time-series called light-curve
data, which represent the brightness of celestial objects over a period of
time. We focus specifically on the task of finding anomalies in three sets of
light-curves of periodic variable stars. We employ a hierarchical Gaussian
process to create a general and stable model of time series for anomaly
detection, and apply this approach to the light curve problem. Hierar-
chical Gaussian processes require only a few additional parameters than
Gaussian processes and incur negligible additional computational complex-
ity. Additionally, the additional parameters are objectively optimised in
a principled probabilistic framework. Experimentally, our approach out-
performs several baselines and highlights several anomalous light curves in
the datasets investigated.

1 Introduction

Anomaly detection refers to the problem of finding patterns /
in data that do not conform to expected behaviour and /
we often call these non-conforming patterns anomalies, out- /

liers, aberrations, exceptions, etc. in different applications \ // — e
[]. One of the major tasks in astronomy is to detect when . — ~
aberrant phenomena are encountered from historical obser- : J
vations [2], and it is almost impossible to find the anomalous | | v

objects through manual inspection due to the scale of the \/
data. In this work we apply an unsupervised anomaly de- !

tection method to an astronomical time-series data. Fig. [] / /\,\
shows a typical light-curve from the Optical Gravitational [ \
Lensing Experiment (OGLE) [3] for periodic variable stars —— | A
(CEPH, EB and RRL) after data pre-processing [4]. Cepheid AV — RRL

(CEPH), Eclipsing Binaries (EB) and RR Lyrae (RRL) are

common types of periodic variable stars, and the details of Fig. 1. Example

these three stars can be found in [5]. The three light-curves light-curves

in fig. 1] are typical, but the dataset may contain an unknown number of addi-

tional outliers, and this works introduces a robust approach to detecting them.
Probabilistic models making use of Gaussian Processes (GPs) have become a

standard approach to solving a variety of machine learning problems, due to their

flexibility, quantification of uncertainty, and calibrated probabilistic outputs.

Hierarchical GPs (HGPs) [6] are a recent method that provides a statistical
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model for tasks involving multiple related time-series. HGPs were originally
proposed for the analysis of gene expression data, where the multiple time series
are seen as noisy realisations of a common underlying driver function. Our
central hypothesis is that this intuition is also a fundamental property of light
curves, where the underlying function represents the periodic physical variation
of the celestial bodies.

2 Related Work

Statistical models for anomaly detection assume that anomalies usually occur in
low probability regions [I]. In this work we focus on non-parametric methods
that do not assume a fixed parametric form for the underlying stochastic model.

Histogram-based models count the frequency of values in the training data,
and declare a test instance as an anomaly if it cannot be assigned to any bin of
that histogram [I]. This approach is particularly sensitive to the bin size which
can produce unstable models. Nearest Neighbour-based techniques can also be
applied to anomaly detection, where the key assumption is that anomalies are far
away from their closest neighbour [I], for example by computing a local outlier
factor [1]. Periodic Curve Anomaly Detection (PCAD) [2] is a modified k-means
algorithm for time-series data that uses cross-correlation as distance metric and
updates phase information at each iteration. PCAD will form a baseline for this
work as it was developed in the context of light curves.

Kernel-based methods have been used to estimate probability density func-
tions for “normal” instances [§]. GPs harness the power of kernel methods,
with the advantage of capturing the uncertainty in the data. GPs have been
combined with Active Learning [9] and Extreme Value Theory [10] to detect
abnormal behaviours in a maritime dataset. However this method is limited to
finding anomalies within a time-series, rather than anomalous time-series within
a collection, as is the case here.

3 Methods

A GP is a distribution over functions, and is specified by a mean function m(t)
and its covariance function k(t,t'), compactly f(t) ~ GP(m(t), k(t,t')). When
the function f is evaluated at points ¢, the marginal distribution is a multivariate
normal [IT]. The covariance (kernel) function k takes two inputs and reveals how
similar they are. When performing Bayesian inference, we have that the set of
known function values of the training examples f, and the set of known function
values corresponding to a set of testing examples y, are jointly Gaussian:

o (] b w2 2

where my, m, are the means for training and testing examples respectively,
and similarly K¢, K,,, K¢, denote the train, test, train-test covariances. The
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conditional distribution of f given by y is then:
fly ~NV (Kny;yl (y —my) +my, Kyf - Kny;le}y) : (2)

This is the posterior distribution for a specific set of testing examples. For a
training set D, the posterior process can be described by [I1]:

y|D ~ GP(mD7 ]ﬂp)7
mp(t) = m(t) + ki, K™ (y —m)

kp(t,t') = k(t,t') — kLK 'kry, (3)
where kpy = k(T t) is the covariance vector between every training example and
t. Notice that the posterior variance kp(t,t’) is always smaller than the prior
variance k(t,¢") because kT, K~ 'kyy is positive. This process means that we are

reducing the degree of uncertainty by using training examples.
The choice of covariance function is based on an understanding of the domain.
In the case of light-curves, so we need a kernel that can express both smooth

variation and small fluctuations (see fig. . An appropriate choice is the Matern
3/2 kernel, which is twice differentiable, and is given by:

! !
b 2') — o2 (1 . ﬁn£|l> xp <M> W

where ||-||, denotes the ¢;-norm, and ¢, o are the kernel hyperparameters. We
will use type-II maximum likelihood to optimise the hyperparameters [T1].

3.1 A hierarchy across time series

In this work, we adopt the following notation: 1,, denotes the vector of light-
curve measurements of the nt” star in the o observation, and t,,, is the sequence
of time of that measurement. We can use the following expression to indicate
the data for the n* star:L,, = {10}, Ty, = {tno} 2",
fn(t) ~ GP(07 kf(ta t/))v

Sno(t) ~ GP(fu(t), ks(t,t)). (5)

Thus, the probability of a set of N,, observations L, = {lno}ivznl, measured
at time T,, = {tno}é\/:"l, a likelihood expression is denoted by:

P(Ln| Ty, 0) = N (1|0, Kyn), (6)

where 1, is used to indicate the concatenation of Ly, 1,, = Lo, Lo 1w,
and K,, denotes the augmented covariance matrix, which is defined as follows:

Kf(tnmtno’) + Ks(tnmtno’) + 0'721] ifo=0o
K¢ (thostno) otherwise.

K, (0,0') = { (7)

Owing to space limitations, we refer the reader to [6] for intuition on this.
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Since the light curves ex-
hibit both low frequency
oscillations and high fre-
quency noise, we have se-
lected the Matern kernel
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Fig. 2: HGP on the three star types.

3.2 Anomaly scores

The process of evaluating the anomaly score requires us to compute the degree
to which all points in the test data conform to our understanding of typical light
curves. The log-marginal likelihood can be used to achieve this:
T orr g 1 n

logp(ye) =log [ p(ycl Np(f)df = —5yi K™y — Slog [K| = Jlog 2w (8)
where f is the latent distribution over hierarchical functions.A natural anomaly
score is then the expectation of the over the time series of the negative log-
marginal likelihood E; [—log p(y:)], for which the empirical analogue is:

T T
1 _ t nt
S(y) =- Zlog plye) = Z iy;trK Yy + §1Og K[+ 5103 2m. (9)
t=1 t=1

We can now infer the HGP model, and use the anomaly score in order to evaluate
the degree to which new instances conform to the hierarchical distribution.

Table 1: Precision for MALLAT & OGLE.
4 Results

MALLAT OGLE
Data size 0.4 0.7 1.0 0.01 0.08 0.1

dataset for which RAND-C 001 003 001 057 059 0.77
ataset for which anoma- SPCAD  0.01 001 001 040 016 0.12
lous time-series are known, ~ HGPAD  1.00 1.00 100 098 099 0.99

followed by analysis on
the light-curve data. Both datasets are available from the UCR Time Series Clas-
sification Archive [I2]. PCAD and RAND-C [2] are used as baselines throughout.

MALLAT is a synthetic dataset initially created for the research of wavelets
in signal processing [13]. This dataset consists of 8 classes, with 300 examples

We first wvalidate our
method on a benchmark
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per class. Each example has 1024 time points. Classes 3 and 6 are visually rather
similar to one another and hence we consider these to be the ‘inlier’ classes.

4.1 Detection of known anomalies
We can quantify the ability of our E ‘ ] R -
model to detect anomalous data \/\ \/\ \/\ \/\ \/\ \/\
by performing inference With HG— 500 1000 500 1000 500 1000 500 1000 500 1000 500 1000
. ualdne(rtl:/‘;zg Slar‘7039 Slar‘5807 star6012 star3208 star7173
PAD on one class, and testing the
anomaly score on all other classes. 0\/\ \ 7/
In this experiment we apply
HGPAD to infer an underlying udeio ST e enm o el o
function for MALLAT dataset by (a)
a) CEPH
using its different proportions of
the inliers as training instances, ‘\(“\[ ‘\{"\f W
then construct a mixed test set i
500 1000 500 1000 500 1000 500 1000 500 1000 500 1000
including 10% outliers (C]ass 7) ineon’ ki ik Ao oo e
and 90% normal instances (classes !
3 and 6) to test the precision ‘
of our model. We treat the g sl standio . smatts o smas . smado

. . . function (75.01) (77.40) (80.74) (83.17) (85.11)
OGLE dataset in a similar man-
(b) EB
ner, where we use CEPH and

RRL as the inlier classes and EB \/A\ \/\ \\/\ \/’\\ \/“\

normal

anomalous

normal

N

anomalous
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as the outlier class. Since we
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the testing dataset (n), the preci-
sion can be calculated by looking

anomalous

at the tOp n inStanCeS n the out- 500 1000 500 1000 500 1000 500 1000 500 1000 500 1000
oo’ 030 “Boss “&ros “Biae e
put of HGPAD model.
We investigate the effect of (c) RRL

dataset size to the robustness of
anomaly detection in our HGPAD
model. We show the results in Ta-
ble[T]for the MALLAT and OGLE datasets. We can see that the proposed model
consistently out-performs the baseline models in terms of precision, even when
using small fractions of the total dataset. We believe that the implicit uncer-
tainty quantification of the HGPAD model contributes to this since it reduces
the likelihood of overfitting.

Fig. 3: Normal (odd rows) and anomalous
(even rows) star light curves.

4.2 Detection of unknown anomalies

For the analysis of unknown anomalies within each class of light curves, we first
infer a HGPAD model on a particular light curve class and compute anomaly
scores. We then rank the held out dataset from least anomalous to most anoma-
lous. We illustrate this idea in Figs. [3a] to B for CEPH, EB, and RRL light
curves respectively. In each figure, the leftmost column depicts the underlying
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latent light curve function that was inferred by HGPAD. The top row depicts the
5 light curves that received the smallest anomaly score. We can see that there
is a close match between the latent function and these instances in this figure.
The bottom row of each sub-figure shows the instances that received the highest
anomaly score. We can also see that the light curves do not closely resemble any
of the prototypical curves, and are likely to be outlier instances. These could
then be checked by an expert and either assigned to one of the other existing
classes or classified as an entirely new class of star.

5 Conclusions

This paper introduces hierarchical Gaussian process anomaly detection for time-
series and starlight curves. The approach used is a simple generalisation of Gaus-
sian processes. While we incur several additional parameters, the probabilistic
programming framework will optimise these during inference. We show experi-
mentally that HGPAD is able to adapt to different situations and consistently
outperforms baseline methods. We also show that our model is able to generalise
well after using only 1% of the available training cases.
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