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Abstract. The research proposes a novel filter algorithm for the unsu-
pervised feature selection problems based on a space filling measure. A
well-known criterion of space filling design, called the coverage measure,
is adapted to dimensionality reduction problems. Originally, this measure
was developed to judge the quality of a space filling design. In this work
it is used to reduce the redundancy in data. The proposed algorithm is
evaluated on simulated data with several scenarios of noise injection. Fur-
thermore, a comparison with some benchmark methods of feature selection
is performed on real UCI datasets.

1 Introduction

The ability of collecting and storing high dimensional data is improving very fast.
However, the collected data could contain redundancy that makes hard the un-
derstanding, the visualisation, and the interpretability of the phenomenon under
study. Redundancy means that the features are dependent on each other, which
causes (1) a reduction of the learning accuracy; (2) computational issues due to
the hardware performance limitations; and (3) lack of information on features
that characterise the data. To overcome these issues, many feature selection
(FS) algorithms have been proposed aiming at reducing the dimensionality and
redundancy in data [1, 2].

The literature of machine learning distinguishes two well-known techniques
of FS according to the availability of the output (supervised and unsupervised
feature selection (UFS)). UFS aims at reducing the redundancy that can be ei-
ther linear or non-linear. To do that, there are two categories of UFS algorithms:
wrappers and filters. The former includes a clustering algorithm during the di-
mensionality reduction, while the latter do not include a learning algorithm since
they use a defined criterion to detect the existing redundancy.

In this work, a well-known criterion of space filling design, called the coverage
measure (CM), is adapted to the unsupervised feature selection problems. The
CM was used to choose the best space filling design by comparing it to the
uniform distribution. Some of space filling designs produced using CM can be
found in [3, 5].

The remainder of this paper is organised as follows. Section 2 presents the
coverage measure, Section 3 describes the proposed algorithm based on the CM.
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Numerical studies of simulated and real datasets are discussed in Section 4.
Finally, the conclusions with future developments are given.

2 The coverage measure

Design and modelling of experiments have always been a fundamental task over
years. One of the most important step is to check the coverage or the uniformity
of the proposed design by applying several criteria. Among these criteria, the
coverage measure was used to choose the best set of points that cover well the
domain of interest [6].

Definition (from [7])
Let X =

{
x1, . . . , xn

}
⊂ [0, 1]d be a set of n points of dimension d. The

coverage measure is defined as follows:

λ =
1

ϑ̄

(
1

n

n∑
i=1

(ϑi − ϑ̄)2

) 1
2

(1)

where: ϑi = min(k 6=i) (dist
(
xi, xk

)
) is the minimal distance between xi and

the other points of the sequence, ϑ̄ = 1
n

n∑
i=1

ϑi is the mean of ϑi, and dist is the

Euclidean distance.
If the distribution of data points is close to the regular grid distribution, then

ϑ1 = ϑ2 = . . . = ϑn = ϑ̄ and λ = 0.

The coverage of points can be quantified and detected by using a criterion
based on a minimum Euclidean distance between them. In fact, the coverage
measure λ represents the coefficient of variation of the ϑi, which is known as the
relative standard deviation (the ratio of the standard deviation to the mean of
ϑi). The best design should have the smallest coverage value λ [7] (Fig. 1). In
the present research this metric is adapted to the selection of the best subset of
features by reducing the existing redundancy in data (see algorithm 1). Another
adaptation, of a space filling criterion, was proposed in [8].
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Fig. 1: Different sequences of points with λ: 0.29, 0.52, and 0.65 for Halton, Sobol, and
uniform set respectively
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3 Redundancy reduction using the coverage measure

This section describes the adaptation of the CM to reduce the existing redun-
dancy in data. The particular FS strategy considered is implemented in a se-
quential forward search. Fig. 2 presents an illustration of a redundancy detection
by the CM.
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Fig. 2: Simulated data with random (or non-redundant), linear and non-linear redundancies,
respectively. Corresponding CM values: λ = [0.51, 1.06, 1.107]

Algorithm 1 UfsCov algorithm

Input:
Dataset D with d features X1,...,d.
Empty vectors Id and CM

Output:
Id and CM respectively, the features id and the coverage values.

1: Rescale data to [0, 1].
2: for i = 1 to d do
3: for j = 1 to (d+ 1 − i) do
4: λ = Coverage(D[Id, j])
5: end for
6: The lowest value of λ is stored in CM [i]
7: The corresponding id of the lowest λ is stored in Id[i]
8: end for

4 Experimental study

4.1 Simulated dataset

The simulated Butterfly dataset, introduced in [9], is composed of eight features
{X1, X2, J3, J4, J5, I6, I7, I8}, where three of them {X1, X2, I6} are relevant and
contain all the information of the dataset. The remaining five features are con-
structed basically from {X1, X2, I6} with linear and non-linear relations. In
fact, these five features are redundant and do not bring new information. (See
J. Golay et al. [10]).

Fig. 3 shows the results for the Butterfly datasets generated with different
number of points N . In addition, the UfsCov algorithm is evaluated by inject-
ing a Gaussian noise, with a mean fixed at 0 and a standard deviation set at:
1%, 5%, 10%, 20%, and 50% of the original standard deviation of feature (see
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Fig. 3: The butterfly dataset results with different number of simulated points. The algorithm
chooses the correct subset of features that characterise the dataset

Fig. 4). Table 1 illustrates the selected features for each standard deviation.
The results demonstrate that UfsCov the algorithm is robust against noise.

It can be concluded, based on these experimental studies, that the proposed
algorithm can easily detect the existing redundancy, both linear and linear, in
data, and it is robust against a noise in data.

Added Features

C
ov

er
ag

e 
m

ea
su

re
0.

5
1.

0
1.

5
2.

0
2.

5
3.

0
3.

5

F F F F F F F F

Without noise
1% of noise
5% of noise
10% of noise
20% of noise
50% of noise

Fig. 4: The results of experiments with noise injected at different levels of standard deviation.
See table 1 for the ranking of the selected features.

4.2 Real datasets

The proposed algorithm was applied to several well-known real world datasets,
downloaded from the UCI machine learning repository (Parkinson, Ionosphere,
Breast Cancer, and PageBlocks) [11]. In addition, the UfsCov algorithm was
compared with three benchmark feature selection methods: Laplacian Score
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Without noise 1% 5% 10% 20% 50%
F1 X1 X1 X2 X1 X1 I6
F2 I6 I6 I6 I6 X2 X2

F3 X2 X2 X1 X2 I6 X1

F4 I8 I8 I8 I8 I8 J4
F5 J4 J4 J4 J4 J4 J5
F6 I7 I7 I7 I7 I7 J3
F7 J5 J5 J5 J5 J5 I8
F8 J3 J3 J3 J3 J3 I7

Table 1: Ranking of features selected by UfsCov algorithm.

Datasets N All feat. # Sel. Feat. Execution time (s)
Parkinson 195 22 7 0.22
Ionosphere 350 34 10 1.62
Breast Cancer 569 30 12 3.72
PageBlocks 5393 10 3 32.62

Table 2: Summary of the results obtained by the UfsCov algorithm on real datasets as well
as the execution time (using R software on an Intel Core i7-7700K CPU @ 4.20 GHz with 32.0
GB of RAM under Windows 10). The column ”# Sel. Feat.” gives the number of feature
selected by UfsCov.

(LScore) [12], Robust Unsupervised Feature Selection (RUFS) [13], and Multi-
Cluster Feature Selection (MCFS) [14].

In order to evaluate the selected set of features, an external validation was
applied by using random forest (RF) as a classifier. Such approach is a common
practice used to evaluate an unsupervised feature selection algorithm. In fact,
RF algorithm is applied twice, once with all features and once with only the
selected features. RF was applied also on the features, selected by other methods.
Tables 2 and 3 present a summary of the results.

The UfsCov algorithm contributes in reducing the redundancy in data. It can
be concluded that it is a good tool for unsupervised feature selection problems,
which makes a direct link between machine learning and sampling techniques.

Datasets UfsCov Lscore RUFS MCFS All Feat.
Parkinson 0.91(0.03) 0.89(0.04) 0.92(0.05) 0.90(0.03) 0.91(0.04)
Ionosphere 0.91(0.05) 0.91(0.03) 0.91(0.03) 0.91(0.03) 0.91(0.03)
Breast Cancer 0.96(0.01) 0.96(0.01) 0.95(0.02) 0.93(0.02) 0.95(0.02)
PageBlocks 0.95(0.006) 0.96(0.004) 0.97(0.005) 0.97(0.006) 0.97(0.004)

Table 3: Overall accuracy and the standard deviation obtained after 20 repetitions of random
forest.

5 Conclusion

In this work, a space filling metric is studied and adapted to the unsupervised
feature selection problems, and implemented in a filter algorithm. The pro-
posed filter algorithm was evaluated with simulated data and compared with
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benchmark methods using real datasets. The present work investigates the link
between two well-known fields (space filling design and data mining). Further,
preliminary results obtained are very promising. However, the proposed measure
need to be studied in details to find the strengths and the limitations of its adap-
tation in data mining tasks. The UfsCov algorithm can be found in the R library
SFtools, which is available on The Comprehensive R Archive Network (CRAN)
[15] and on the GitHub repository (https://github.com/mlaib/SFtools).
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