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Abstract. One of the most meaningful use of online social media is to 

communicate quickly during emergency. In case of global emergency, the threat 

might cross countries borders, affect different cultures and languages. This article 

aims to explore Convolutional Neural Network (CNN) for multilingual short text 

categorization in English, Japanese and Portuguese to identify useful information 

in social media. A CNN is constructed for this special purpose. The experiment 

results show that CNN model performs better than SVM even in small dataset. 

And more interestingly, the cross languages test suggests that English, Japanese 

and Portuguese text can use the same model with few hyperparameters changes. 

1 Introduction 

The use of social media has been extensively studied in public health emergency such 

as 2009 H1N1 pandemic [1], influenza virus [2] and more recently, in 2014/2015 

Ebola outbreak [3]. According to the study of Hu et al. [4], contagion of Ebola Virus 

Disease (EVD) can be reduced if safe burial procedures are adopted in less than 34 

hours after death. Failure to provide correct information about prevention and virus 

transmission in the Ebola outbreak early phase contributed to the virus spread in West 

Africa increasing people concern and anxiety around the world.  

 In case of risk and emergency like epidemics, communication is one of the 

fundamental tools for emergency management [5]. Furthermore, crisis and emergency 

events that occurs in one country might cross borders and continents affecting people 

who uses different languages. 

 Text categorization is the activity of labeling natural language text with thematic 

categories from a predefined set, and can be applied in document indexing, document 

filtering and in any application requiring document organization [6]. Traditional 

machine learning algorithms such as Support Vector Machine (SVM), Naïve Bayes, 

and Neural Network have made great advance in extracting and classifying text. In 

the past few years, many researches in Deep Neural Network such as Convolutional 

Neural Network (CNN) have demonstrated that it performs remarkably well in text 

categorization. However, most researches use CNN mainly for English text 

categorization [7, 8, 9] and a few studies explore multilingual text categorization with 

CNN mixing alphabetical and non-alphabetical languages, like Chinese and English 

[10], Japanese and English [11]. This research aims to explore this gap by using the 

special CNN model to categorize Twitter posts in English, Portuguese and Japanese 

about the same subject to identify useful information in public health emergency 
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occurred in 2014/2015 Ebola outbreak. As the main contribution of this research, our 

cross languages test suggests that English, Japanese and Portuguese text can use the 

same model with few hyperparameters changes. 

2 Convolutional Neural Network and Related Works 

2.1 Convolutional Neural Network  

Convolutional Neural Network (CNN) consists of a sequence of one or multiple pairs 

of convolution and pooling layers. A convolution layer consists of several 

computational units, and each of which takes as input a region vector that represents a 

small region of the input image, and the small regions collectively cover the entire 

data [7]. A computational unit associates with the l-th region of input x calculates a 

feature c l  (1), where r l (x)  is the input region vector that represents the l-th region, 

W represents the weight matrix, b the bias, and  represents a nonlinear activation 

function such as Rectified Linear Units (ReLU).  

 

 c lW . r l (x) + b )   (1) 

 

 The matrix of weights W and the vector of biases b are learned through training, 

and they are shared by computational units in the same layer [7]. The output image of 

convolution layer is passed to a pooling layer, which shrinks each region of the image 

into one unit by computing the average or maximum value of each region [7]. The 

idea of pooling layer is to capture the most important feature of each region. These 

features from the last pooling layer are passed to a fully connected layer, which 

returns a prediction based on features learned internally by previous layers [8]. 

 Using CNN for text analysis, each sentence of input data is transformed into a 

matrix of word embedding [12]. Word embedding is a distributed representation of 

words that reduce data sparsity problem [13] and can be trained as part of CNN 

training or adopt pre-trained corpus such as word2vec [14]. Each convolution layer 

has a variable number of computational units, each unit corresponding to a small 

region (one or more words) from the input text [8]. Similarly to CNN for image, CNN 

for text can be composed by one or multiple pairs of convolution and pooling layers 

followed by fully connected layer which returns the prediction result for the input. 

2.2 Convolutional Neural Network for text categorization  

Originally used for computer vision, CNN has shown to be effective for natural 

language processing achieving better results than traditional machine learning 

algorithms in text categorization. The shallow CNN model proposed by Kim et al. [9] 

composed by one convolution layer and one pooling layer built on top of pre-trained 

corpus word2vec performed better than SVM or even more sophisticated deep 

learning model with complex pooling schemes. The experiment of Johnson et al. [7] 

used parallel CNN to perform sentiment analysis and topic classification. The results 

suggested that with the parallel CNN model, several types of word embedding can be 

learned and combined for higher accuracy. Furthermore, Johnson et al. [7] argue that 

the strength of CNN is that n-grams (or region of n words) can contribute to accurate 
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prediction even if they did not appear in the training data, as long as their constituent 

words did.  

 Researches of CNN also explored valuable information posted on social media 

in disaster scenarios. Caragea et al. [8] used CNN to detect useful information posted 

on Twitter during some crisis events. Our CNN model is constructed as figure 1. 

 
Fig. 1: CNN (1+1) model with one convolution layer and one pooling layer for text 

3 Experiments 

3.1 The Dataset  

The datasets used in this research were collected from Twitter during the 2014/2015 

Ebola outbreak using the keyword “ebola”. From total of one million tweets 

downloaded during 6 months, 1162 tweets in English, 246 tweets in Portuguese and 

157 tweets in Japanese where manually annotated into five categories following the 

rules described in Table 1.  

 

Category Description 

Outbreak 

situation report 

Reports about newly confirmed Ebola cases and deaths, 

official announcement about Ebola free countries. 

Informative posts 
Hospitals prepared for Ebola patients, vaccine researches, 

virus prevention information, donation campaign. 

Negative impact Social and economic impact caused by Ebola. 

Negative 

information  
Criticism against the government, panic, racism. 

Need for 

preparedness  

Lack of hospitals, body bags, food, and safety funeral 

protocols. 

Table 1: Twitter posts classification criteria. 

 Table 2 details each dataset used in this experiment. The column #Tweets shows 

the number of tweets, the column Examples shows Twitter posts about the outbreak, 
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and the column Translation shows the English translation of Portuguese and Japanese 

tweets. Even representing a small dataset, the annotated Twitter posts used in this 

experiment is public available for further multilingual text classification researches†. 

 

Dataset #Tweets Examples Translation 

English 

tweets 

1162 Ebola death toll tops 10000. 
- 

Portuguese 

tweets 

246 Ebola mata mais de 10 mil 

pessoas  

Ebola kills more than 

10000 people.. 

Japanese 

tweets 

157 死者８０００人超に＝西ア

フリカの #エボラ熱－  

More than 8000 deaths 

in West Africa #Ebola  

Table 2: Twitter datasets. 

3.2 CNN Model and Hyperparameters  

The CNN model was used in the experiment, and denoted hereinafter as CNN (1+1) 

was composed by one convolution layer and one pooling layer based on Kim et al. [9] 

previous study, also see figure 1. 

 The CNN architecture is the same for English, Portuguese and Japanese datasets 

except for few details. The vocabulary was built based on the words contained in each 

dataset. For English dataset word level approach was used resulting in a vocabulary 

size of 2504 words and maximum tweet length of 28 words. For Portuguese dataset 

the same word level approach was used with vocabulary size of 1217 words and 

maximum tweet length of 31 words. Table 3 details the hyperparameters used in each 

dataset. For English and Portuguese datasets the dimensionality of input embedding 

was set to 32, filter windows of {3, 4, 5} with 64 filters each, so that filters slides over 

3, 4, and 5 words with no padding and stride set to 1.  Batch-size of 128 for English 

and 64 for Portuguese. For all datasets Rectified Linear Units was applied as 

activation function, Adam optimizer with learning rate 0.001 and #epoch 400 was 

used. For regularization purpose, dropout rate was set to 0.4 and L2 lambda to 0.4. 

Max pooling was used in the pooling layer. Then the pooling layer vectors were 

concatenated into a fully connected layer where softmax was applied to finally 

categorize each input into one of five classes described in Table 1.  

 

Dataset 
Vocab. 

size 

Max. 

length 

Embeddi

ng size 

Filter 

size 

Batch 

size 

Drop

out 

L2 

lambda 

English  2504 28 32 3,4,5 128 0.4 0.4 

Portuguese  1217 31 32 3,4,5 64 0.4 0.4 

Japanese  769 140 128 3,4,5 64 0.4 0.2 

Table 3: Dataset details and hyperparameters. 

 Japanese text usually does not have space separation between words as shown in 

Table 2 example making difficult to apply language processing methods that assume 
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word as the basic construct. In order to produce better results, character level 

approach was used for Japanese dataset as suggested by Zhang et al. [15]. The 

dimensionality of input embedding was set to 128, filter windows of {3, 4, 5} with 64 

filters each with no padding and stride set to 1, batch-size of 64. For regularization 

purpose, dropout was set to 0.4 and L2 lambda to 0.2.  

4 Results 

This section presents the results of CNN (1+1) model and compare the results with 

SVM baseline model for English tweets, Portuguese tweets and Japanese tweets. In 

addition, the English dataset used in Caragea et al. [8] research was processed into 

CNN (1+1) model for evaluation purpose. 

 Table 3 shows the experiment results where the rows contain the models and the 

columns contain the different datasets. The accuracy of SVM was 0.736 in English 

dataset, 0.625 in Portuguese dataset, and 0.600 in Japanese dataset. On the other hand, 

the accuracy of CNN (1+1) was 0.767 in English dataset, 0.791 in Portuguese dataset, 

and 0.8 in Japanese dataset. The experiment suggests that even with a small dataset 

and a simple CNN architecture with one convolution layer and one pooling layer, by 

adjusting the hyperparameters it is possible to get a superior result (4.21% higher in 

English dataset, 26.56% in Portuguese dataset and 33.33% in Japanese dataset) 

comparing with traditional SVM model. 

 For evaluation purpose, English Twitter dataset related to Philipine floods 

(2012), Colorado floods (2013), Queensland floods (2013) and Manila floods (2013) 

used in Caragea et al. [8] research and available at CrisisLex project where processed 

through the CNN (1+1) model. The flood dataset has 3671 tweets manually annotated 

into informative and noninformative posts.  The accuracy of CNN (1+1) model was 

0.837 which was slightly greater than 0.825 reported by Caragea et al. [8] which uses 

similar CNN architecture with one convolution layer and one pooling layer. 

 

Model 
English 

tweets 

Portuguese 

tweets 

Japanese 

tweets 

CrisisLex 

(English tweets) 

CNN(1+1) 0.767 0.791 0.800 0.837 

SVM 0.736 0.625 0.600 - 

CNN[8] - - - 0.825 

Table 4: Classification results. 

5 Conclusion and Future Works 

This article explored English, Japanese and Portuguese short text categorization about 

the same topic using a shallow CNN model.  

 The main contribution of this research is that with few hyperparameters changes 

the same CNN model outperforms SVM in multilingual text categorization even in 

small dataset. Crisis and emergency events that occurs in one country might cross 

borders and continents affecting people that communicate in different languages and 
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communication is one of the fundamental tools for emergency management. 

Exploring the same CNN model for multilingual short text categorization might help 

to reduce people anxiety and uncertainty during global emergency. 

 Currently there are three works in progress. The first work is to collect more 

data from online social media about a global topic which generate posts in different 

languages and create a more robust multilingual annotated dataset; the second work is 

to improve CNN (1+1) performance by model generalization and architecture change, 

and the last work is to use Recurrent Neural Network (RNN) to process multilingual 

short text. More contributions are expected as: generate a robust annotated dataset in 

English, Japanese and Portuguese to be used in other text categorization researches 

and improve our knowledge about CNN and RNN for multilingual text processing. 
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