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Abstract. Stocks of the German Prime standard have to publish financial reports 

every three months which were not used fully for fundamental analysis so far. 

Through web scrapping, an up-to-date high-dimensional dataset of 45 features of 

269 companies was extracted, but finding meaningful cluster structures in a high-

dimensional dataset with a low number of cases is still a challenge in data science. 

A hybrid of a swarm with a SOM called Databionic swarm (DBS) found 

meaningful structures in the financial reports. Using the Chord distance the DBS 

algorithm results in a topographic map of high-dimensional structures and a 

clustering. Knowledge from the clustering is acquired using CART. The cluster 

structures can be explained by simple rules that allow predicting which future 

stock courses will fall with a 70% probability. 

1 Introduction 

Some of the companies listed in the Frankfurt stock exchange comply with a 

rigorously defined transparency standard higher than the general standard of stocks 

traded on the world market. This market segment of stocks is called German Prime 

standard and requires companies to publish their accounting information [1]. 

Currently, the Prime standard contains 324 companies [2]. Usually, fundamental 

analysis has the purpose of predicting the market value of a stock. Without applying a 

forecasting method, the “fundamental“ value of a stock is determined [3] and 

compared to the current value. Some empirical studies have used accounting 

information to predict the future performance of a firm [3]. Often fundamental 

analysis is a part of a larger system with the goal to select the right stock (e.g., 

CANSLIM system [4]) using a low amount of variables and a larger number of stocks 

[5-7]. Thus, “research does not fully exploit the wealth of information contained in 

general purpose financial reports but is outside of the primary financial statements” 

[8]. In this work, high-dimensional structures are investigated which are characterized 

by 45 variables describing the quarterly financial statement, income sheet, and cash 

flow defined by the German prime standard. The information is extracted directly 

from the web [9]  by applying a self-made web scrapping algorithm allowing the 

extraction of data for 269 companies. The dataset was extracted for the first quarter of 

2018, and the stock courses were extracted for the second quarter of 2019. 

2  Methods 

After preprocessing (i.e., handling of missing values, normalization, and 

decorrelation) of data the Databionic swarm (DBS) algorithm can be applied [10] on 
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269 companies where 43 variables are used. The algorithm consists of three parts. 

First, the high-dimensional data is projected into a two-dimensional space using a 

swarm which utilizes game theory, self-organization, and emergence as well as swarm 

intelligence [10]. Besides the number of clusters and a single Boolean parameter 

describing the type of structure, the DBS does not require any parameters to be set. 

Here, the Chord distance (c.f. [11] p.49) is chosen for cluster analysis because 

distributions analysis of distances indicates a bimodality (Fig. 1). Statistical testing 

with Hartigan’s dip test [12] agrees that the distribution is not unimodal 

(p(N=36046,D= 0.027821)<2.2e-16). Bimodality in the distance distributions serves 

as an indicator that there are smaller intra-cluster distances and larger inter-cluster 

distances resulting in the assumption that a cluster structure exists. Note, that in 

general, all financial reports are quite dissimilar because there are no small distances 

below 0.5 in Fig.1. 

In the second part, the visualization of a topographic map is generated using a 

simplified emergent self-organizing map [13] in order to visualize high-dimensional 

structures. The topographic map accounts for projection errors because two-

dimensional similarities in the scatter plot cannot coercively represent high-

dimensional distances [14] and common quality measures of dimensionality reduction 

methods require prior assumptions about the underlying structures [15]. The 

topographic map combines a 3D landscape with hypsometric tints. Hypsometric tints 

are surface colors which depict ranges of elevation [16] intersected with contour lines. 

“Blue colors indicate small distances (sea level), green and brown colors indicate 

middle distances (small hilly country) and white colors indicate high distances (snow 

and ice of high mountains). The valleys and basins indicate clusters and the 

watersheds of hills and mountains indicate borderlines of clusters” [17]. In sum, this 

visualization is consistent with a 3D landscape for the human eye enabling 3D 

printing of a representation of high-dimensional structures; therefore one has a haptic 

grasp and sees data structures intuitively enabling layman to interpret them [17].  

In [18] it was shown that the visualized elevation between two projected points is an 

approximation of the input-space distance D(l,j) between the two high-dimensional  

points (here two companies). Voronoi cells around each projected point define the 

abstract U-matrix (AU-matrix) and generate a Delaunay graph . For every projected 

point all direct connections are weighted using the input-space distances D(l,j) 

because each border between two Voronoi cells defines a height. All possible 

weighted Delaunay paths  between all points are calculated. Then, the minimum of 

all possible path distances between a pair of points  in the output space O is 

calculated as the shortest path  using the algorithm of [19] resulting in a new 

high-dimensional distance  which defines the distance of each two companies 

based on their financial accounting. In this case, the connected structure type of DBS 

clustering is chosen where the similarity between two subsets of data points is defined 

as the minimum distance between data points in these subsets and the clustering 

process is agglomerative (c.f. [10]):  Let  be the distance between two clusters c1  I 

and c2  I, and let D(l,j) be the distance between two data points in the input space I; 

then the connected approach is defined with                             . 

Through inspecting the topographic map the central problem of estimation of the 

number of clusters is solved by counting the number of valleys and the structure type 
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can be set. A dendrogram can be shown additionally. The clustering is valid if 

mountains do not partition clusters indicated by colored points of the same color [10].  

3 Results 

The high-dimensional structures of the financial reports of companies are visible in 

the topographic map in Fig .3 where three valleys can be identified. The number of 

valleys seen in the topographic map lead to the choice of three clusters. Additionally, 

large changes in fusion levels of the ultrametric portion of the Chord distance indicate 

the best cut (Fig.2, left, y-axis). After the clustering process, the heatmap in Fig. 2 

indicates that more similar points are inside a cluster (yellow) and more dissimilar 

points are outside a cluster (red). The three main clusters computed by the connected 

approach of DBS are separated by mountain ranges (Fig. 3) and have an average 

intra-cluster distance of c1=0.97, c2=1.01 and c3=0.91 being located in the first mode 

of Fig. 1. The points in the topographic map symbolize the companies and are colored 

by the clustering. Two outliers can be identified. The heatmap agrees with the 

topographic map that the clusters consist of more similar points inside a cluster than 

outside the cluster. Applying the CART algorithm [20] to the clustering yields a 

simple set of rules (Fig. 5). If “net income from continuing ops” NIFCO < -264 and 

“operating income or loss” OIL < -58.3 then class 2 is defined. NIFCO defines the 

after-tax earnings that business has generated from its operational activities. NIFCO 

“is considered to be a prime indicator of the financial health of a firm’s core 

activities” [21]. OIL is the difference between revenues and costs generated by 

ordinary operations and before deducting interest, taxes et cetera [22]. The extracted 

rules for class 2 lead to the hypothesis that stock prices of companies in the second 

cluster are overvalued and will fall in the next quarter. Using stock prices of Q2/2018 

the hypothesis is verified under the assumption that the data of all companies is 

available on the same date at the beginning of the respective quarter of a year. In Fig. 

4 the class-dependent MD-plot [28] of the rate of return of stocks is shown. The 

courses were compared at the last trading day of the first quarter against the last 

trading day of the second quarter in 2018 with relative differences  [24]. The rate of 

return in Class 2 is significantly lesser than in Class 1: Class 1 has a shift equal to 

zero with a Wilcoxon rank sum test (shift not equal to zero p(N=196, V=9512)=0.86), 

class 2 a shift not equal to zero with a Wilcoxon rank sum test p(N=54,W=6792) 

<0.001. Stock courses of eight companies (3% of class 1 and 2 and outliers) could not 

be extracted from the web.  

 

Fig. 1: MirroredDensity plot (MD-plot [28]) of the R package ‘DataVisualizations’ 

on CRAN [23] shows a bimodal distribution of Chord distances with the first 

mode around 1 and the second mode around 1.6.  
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Fig. 2: Dendrogram (left), and heatmap (right) of the distances sorted by the 

clustering using the R package ‘DataVisualizations’ on CRAN [23]. In the 

heatmap, the smaller distances are in yellow belonging to a clusters and the 

larger distances in red in-between different clusters (c.f. Fig. 1). The branches 

of the dendrogram are colored by the first three clusters. 

 
Fig. 3: The topographic map can visualize 43 dimensional, distance-based structures. 

It shows three valleys - one major cluster with companies represented by 

magenta points (N=199), one smaller cluster with companies in yellow (N=57) 

and black (N=10) and two outliers (green and red). 

 
Fig. 4: MDplot [28] of the rate of return in % calculated with relative differences [24]. 

The red line marks a rate of return of zero. Class 2 has 30% of stocks with a 

rate of return above zero and significantly differs from Class 1. 
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Fig. 5: CART shows three distinct rules where outliers are incorrectly classified: “net 

income from continuing ops” (NIFCO>=-264), “operating income or loss” 

(OIL<-58.3) and “net income applicable to common shares”  (NIACS>= 5.5). 

4 Discussion 

The topographic map visualizes a 43 dimensional, distance-based structures in a 3D 

landscape in Fig. 3. It showed three distinctive valleys leading to the hypothesis that 

the dataset has three clusters. The topographic map in Fig. 3 is noisy because the 

sample of data is small but the feature space is large, and there are no small distances 

(see Fig. 1). However, the distributions analysis (Fig. 1) and the heatmap (Fig. 2) 

indicate high-dimensional and distance-based structures of the data which can be 

visualized by the topographic map (Fig. 3). These structures are reproduced in the 

cluster analysis and a dendrogram. The heatmap could also indicate that cluster three 

is a sub cluster of cluster one, yet the clustering is valid because mountains do not 

partition clusters and the intra-cluster distances are smaller than the inter-cluster 

distances (Fig. 2). The primary cluster (N=199) does not yield interesting insights 

about the data which is typical for cluster analysis [25].  However, the extracted rules 

(Fig. 5) are interesting for the second cluster (N=57) where NIFCO has to be lower 

than -264 and (OIL) lower than -58.3. By understanding these two variables through 

the two rules, it can be concluded that the stock prices of these companies will fall in 

the next quarter. This prediction can be verified by the significant higher probability 

of a negative rate of return of stock prices of companies in class 2 in Q2/2018 

compared to class 1. In sum, 7 out of 10 companies in class 2 lost value on the stock 

market during the second quarter. In comparison, the success rate at stock picking by 

a hybrid AI system was reported with on average 55.19 to 60.69% [26], and experts 

had a success rate worse than chance [27]. Thus, the clustering allows a data-driven 

stock picking with a high chance of success for a short position. 

5 Conclusion 

This work presents an example in which the DBS algorithm made it possible to apply 

cluster analysis to high-dimensional data where only a low number of cases exist. 

Further examples and a comparison to common clustering algorithms as well as to 

dimension reduction techniques are presented in [10]. The clusters can be explained 

by simple rules allowing to select stocks for the next quarter by simple thresholds in 

the data (selling first and buying later). Besides the choice of the number clusters and 

a Boolean parameter describing the type of structure, DBS is parameter-free and can 

be downloaded as the R package “DatabionicSwarm” on CRAN. 
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