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Abstract. It has been argued that Artificial Intelligence (Al) is experi-
encing a fast process of commodification. Such characterization is on the
interest of big I'T companies, but it correctly reflects the current industri-
alization of AI. This phenomenon means that Al systems and products are
reaching the society at large and, therefore, that societal issues related to
the use of AI and Machine Learning (ML) cannot be ignored any longer.
Designing ML models from this human-centered perspective means incor-
porating human-relevant requirements such as safety, fairness, privacy, and
interpretability, but also considering broad societal issues such as ethics
and legislation. These are essential aspects to foster the acceptance of
ML-based technologies, as well as to ensure compliance with an evolving
legislation concerning the impact of digital technologies on ethically and
privacy sensitive matters. The ESANN special session for which this tuto-
rial acts as an introduction aims to showcase the state of the art on these
increasingly relevant topics among ML theoreticians and practitioners. For
this purpose, we welcomed both solid contributions and preliminary rel-
evant results showing the potential, the limitations and the challenges of
new ideas, as well as refinements, or hybridizations among the different
fields of research, ML and related approaches in facing real-world prob-
lems involving societal issues.

1 Introduction

Machine learning (ML) based technologies are increasingly tapping on informa-
tion concerning many aspects of our lives, therefore affecting them in the context
of society. This fact has forced institutions to regulate the way in which data are
stored and manipulated (e.g., the European General Data Protection Regulation
- GDPR) and to interrogate themselves on the ethical issues (e.g. discrimination)
that may arise from the global adoption of these technologies.

For these reasons, ML, beyond being able to extract useful information from
data, has now to take on board requirements that stem from its use in areas
with clear societal impact, from governance to defence and from public health
to urban planning, such as being able to guarantee the privacy of the data, or
fairness with respect to minority groups, to name a few.

The remainder of the paper is structured as follows. First, different societal
aspects of the use of ML and related techniques are separately considered and
discussed, focusing on some of the most relevant aspects of each of the topics.
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In the context of these different topics, we then summarily introduce the papers
accepted for the current ESANN special session. Some general conclusions are
finally drawn.

2 Societal issues of ML

2.1 Ethics, Legislation and ML

Artificial Intelligence in general and ML in particular were not originally con-
ceived with an eye on ethical issues. It might be argued that ML aims at inspiring
its methods on certain aspects of biological intelligence. It might also be argued
that one of the aspects of the outcome of human biological intelligence is pre-
cisely (un)ethical behaviour. It is true, though, that ethics do only come into
play in social interaction, where different human intelligences communicate and
interact with each other.

We find ourselves at a crossroads in the development of AI and ML in which
artificially intelligent entities are beginning to become tightly interwoven in the
social fabric, in the form, for example, of intelligent home assistants or surveil-
lance systems. Unsurprisingly, their societal impact is coming to the fore of
public discussion. This does not imply by any means that elements of such an
impact where not already there to consider. It is decades since ML was deployed
in financial risk assessment or medical diagnostic assistance, for instance, both
with clear socio-ethical implications [1, 2], but certainly not in the pervasive
manner we are witnessing today.

Fortunately, the Al and ML community is waking up to the dangers for
technological advancement that may come from not appropriately addressing
the many ethical challenges posed by the use of intelligent systems in society.
An example of that may be found in the ongoing effort by the European Union
High-Level Expert Group on Artificial Intelligence to create consensus around
“Draft Ethics Guidelines for Trustworthy AI” [3]. This document assumes that
“Trustworthy AI [...] should respect fundamental rights, applicable regulation
and core principles and values, ensuring an ethical purpose”. In parallel, the
AT4People project has investigated in detail the ethical implications of AT and
ML practice and subsumed them in four general principles, defined as benefi-
cence, non-maleficence, autonomy, and justice [4].

Consensual ethical guidelines become, at some point in the development of
modern societies, congealed in the form of legislation. And legislation is be-
coming aware of the social implications of the use of ML. This is clear in the
implementation, from May 2018, of the European Union directive for General
Data Protection Regulation (GDPR). It mandates a “right to explanation” of
decisions made on citizens by “automated or artificially intelligent algorithmic
systems” [5]. Such right underscores the role of the “data controller”, and actor
that becomes legally bound by GDPR to provide citizens with “meaningful in-
formation about the logic involved, as well as the significance and the envisaged
consequences of such [automated decision making] for the data subject”. The
implications of this regulation on ML are quite straightforward if this technology
is used as the basis to provide automated decision making.

The areas of ML application within society in which this becomes relevant
are countless, but GDPR implications are of special importance in any process
of interaction between the individual and private or public institutions. Obvious
examples can be found in any form of automated decision making involving
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contracts and transactions between individuals and private corporations (typical
examples include denial of credit from financial companies due to automated
risk assessment, or legal accountability in autonomous driving [6]), but also in
interactions between the individual and public institutions (for instance in the
use of automated face recognition for public security by police forces [7]), or in
the use of ML in medicine and healthcare, where the medical experts (from nurses
to specialists) and the institutions they belong to are the data controllers and,
therefore, ultimately legally responsible for the use of medical decision support
systems based on ML. These pressing matters are beginning to encourage the
definition of guidelines for GDPR-compliant ML development [8].

2.2 Privacy, Fairness and ML

The problem of learning from data while preserving the privacy of individual
observations has a long history and spans over multiple disciplines [9, 10, 11].
One way to preserve privacy is to corrupt the learning procedure with noise
without destroying the information that we want to extract. Differential Privacy
(DP) is one of the most powerful tools in this context [12, 11]. DP addresses the
apparently self-contradictory problem of keeping private the information about
an individual observation while learning useful information about a population.
In particular, a procedure is DP if and only if its output is almost independent
from any of the individual observations. In other words, the probability of a
certain output should not change significantly if one individual is present or not,
where the probabilities are taken over the noise introduced by the procedure.

The concept of DP has allowed to reach a milestone result by connecting the
field of privacy-preserving data analysis and the generalization capability of a
learning algorithm. On the one hand it proved that a learning algorithm which
shows DP properties also generalizes well [13, 14], while, on the other hand, if an
algorithm is not DP, it allowed to state the conditions under which a hold-out
set can be reused without risk of false discovery, through a DP procedure called
Thresholdout [14, 15, 16].

In recent years, there has been much interest on the topic of algorithmic fair-
ness in ML (see, for instance, [17, 18, 19] and references therein). The central
question is how to enhance supervised learning algorithms with fairness require-
ments, namely ensuring that sensitive information (e.g., knowledge about the
ethnic group of an individual) does not “unfairly” influence the outcome of a
learning algorithm. For example, if the learning problem is to decide whether
a person should be offered a loan based on her previous credit card scores, we
would like to build a model which does not unfairly use additional socially sen-
sitive information such as race or sex.

Several notions of fairness and associated learning methods have been intro-
duced in ML over the past few years, including Demographic Parity [17], Equal
Odds and Equal Opportunities [18], Disparate Treatment, Impact, and Mistreat-
ment [19]. The underlying idea behind such notions is to balance the decisions
of a classifier among the different sensitive groups and label sets. Work on al-
gorithmic fairness can be divided into four families. Methods in the first family
modify a pretrained classifier in order to increase its fairness properties while
maintaining as much as possible the classification performance: [20, 21, 18, 22]
are examples of these methods. Methods in the second family enforce fairness
directly during the training phase, e.g. [23] and references therein. The third
family of methods implements fairness by modifying the data representation

457



ESANN 2019 proceedings, European Symposium on Artificial Neural Networks, Computational Intelligence
and Machine Learning. Bruges (Belgium), 24-26 April 2019, i6doc.com publ., ISBN 978-287-587-065-0.
Available from http://www.i6doc.com/en/.

and then employs standard ML methods: [24, 25, 26, 27, 28, 29] are examples
of implementation of these methods. Finally, the last family of methods faces
the problem of fairness via causality [30, 31]: in this works, authors start from
the idea of counterfactual fairness, which states that a decision is fair toward an
individual if it coincides with the one that would have been taken in a counter-
factual world in which the sensitive attribute were different, and in the context
of causal inference they propose a way to compensate the biases along the unfair
pathways.

2.3 Safety, Security and ML

As mentioned in the introduction, ML and AI have become socially pervasive.
From self-driving cars to smart devices, almost every consumer application now
leverages such technologies to make sense of the vast amount of data collected
from its users. Recent deep learning (DL) algorithms for computer vision have
even surpassed human performances on some well-defined benchmark datasets,
including ImageNet [32]. It has thus been extremely surprising to discover that
such algorithms can be easily fooled by adversarial examples, that is, imper-
ceptible, adversarial perturbations to images, text and audio that mislead these
systems into perceiving things that are not there [33, 34]. After this phenomenon
has been largely echoed by the press, undermining the safety and security proper-
ties of such algorithms in the corresponding application domains, a large number
of stakeholders have shown interest in understanding the risks associated to the
misuses of ML, to develop proper mitigation strategies and incorporate them
in their products. Despite such large interest, this challenging problem is still
far from being solved. It is also clear that this problem is particularly sensible
in the cybersecurity domain, where Al and ML are used to detect malware on
infected hosts, network intrusions and attacks directed to web services. These
problems have indeed an intrinsic adversarial nature, as cybercriminal organiza-
tions have a clear interest and economic incentive in bypassing such systems to
reach their goals. If ATl and ML become the weakest link in the security chain,
sooner or later attackers will exploit their vulnerabilities to violate the overall
system security.

For these reasons, the research community has proactively started investigat-
ing vulnerabilities of AT and ML techniques to well-crafted attacks against them
since 2004, even though the research in the area of adversarial ML only boomed
in 2014, after the vulnerability of DL techniques to adversarial examples was
highlighted in [33]. However, adversarial examples (also known as evasion at-
tacks) are not the only threat that an attacker can envision against AT and ML.
In particular, adversarial examples are modifications of test samples that aim to
cause their misclassification (e.g., malware samples or spam emails misclassified
as legitimate).

Besides this threat, attackers can also tamper with the training data, e.g.,
in applications where the system is retrained online, on data collected during
operation. In this case, the attacker can inject “poisoning points” in the training
set to cause subsequent misclassification of test samples, either to cause a denial
of service to legitimate users (e.g., by enforcing misclassification of legitimate
data) or facilitate subsequent intrusions (so-called backdoor attacks). Another
line of attacks aim to violate privacy of the target system or of its users. By
querying ML systems provided as online services, an attacker may be able to
reverse-engineer the learning algorithm, potentially stealing the trained model
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or gaining confidential information about its parameters and structure (model-
extraction attacks). Some attacks are even able to identify if a sample was part
of the training data of the target system (membership-inference attacks), or they
can be used to reconstruct some training samples to a very high precision (model-
inversion attacks). We refer the reader to [34] for a detailed categorization of
such attacks and the corresponding publications, as well as an historical survey
of the field.

2.4 Interpretability, Explainability and ML

In previous sections, we have highlighted one of the legal bottlenecks hampering
the application of ML to real problems in the social domain, namely the “right
to explanation” granted to European citizens by the GDPR directive of recent
application. Such requirement is in direct course of collision with the limitations
of many ML methods in terms of interpretability and explainability. These twin
issues have of late come to the forefront of ML research [35, 36], mostly due
to the widespread development and application of DL methods in systems with
societal impact. As they amplify shallow neural networks, it comes as no surprise
that DL may become an extreme case of black bor model.

Interpretability and explainability in ML are difficult to conceptualize prob-
lems, because they involve human cognition. This has not precluded the devel-
opment of methodologies for the improvement of ML model interpretability, or
even the development of formal frameworks to analyze the problem of ML in-
terpretability, as in [6]. In this study, it is suggested that interpretability might
sometimes need to be judged according to specific requirements of the applica-
tion area. An example of an area of social impact in which interpretability is
paramount is medicine and health. The requirements in this area have recently
been discussed in [37]. Methods based on DL have found in medicine and health
a perfect playing field, specially in the analysis of medical images and text in the
form of Electronic Health Records [38]. In [37], it is shown that most, if not all, of
the recent reviews covering applications of DL in medicine and health [38, 39, 40]
identify interpretability and explainability as major challenges.

In recent years, researchers have tried to characterize techniques for inter-
pretable ML in terms of few structural and functional aspects. The former aspect
relates to whether a ML model can be considered intrinsically self-explanatory or
transparent [41], incorporating interpretability into its design. For instance, not
without debate [6], rule based systems, Bayesian networks and decision trees are
considered to be intrinsically more explainable than neural networks. The un-
derstanding of ML models in terms of linear methods, including nomograms and
other forms of General Additive Models, has also been proposed as a promising
area of research [42, 43].

The second aspect relates to whether explainability is a global property pro-
viding insight into how the model works, or if it is a local property providing
an explanation for how an individual prediction is made. The issue of designing
ML models that are intrinsically explainable at a global level has often come
down to imposing constraints, either numerical or architectural. Sparsity con-
straints, such as LASSO penalization [44], have long been used to augment
interpretability (in particular, in linear models). More recently, Capsule Net-
works [45] provided an example of how imposing a modular design in the neural
network architecture can strengthen its transparency. From a local perspective,
the use of attention mechanisms are thought to reduce opacity in neural models
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by providing a means to highlight the contribution of specific parts of the input
information or of the network itself on the final prediction. When transparency
is external to the design of the model, we refer to post-hoc interpretability [41].
At a global level it is worth to mention the use of adversarial learning techniques
to generate explanatory inputs of neurons’ preferential stimuli, such as in acti-
vation masks [46]. At a local level, it is quite popular the use of perturbation
techniques that alter either parts of the original input [47], or generate a set of
neighboring point by small alterations [48],to assess the behaviour of the model
under such modifications.

Finally, it is important to pay attention to explainability in planning prob-
lems, an approach seldom considered. Explainable planning aims to come up
with plausible interpretation of planning models in terms of how the problem is
solved, i.e., it should answer questions related to the reason of taking from a given
particular action to a whole policy. One the first relevant works on this topic
proposed a generation of explanations for human-robot interaction [49]. This
has also been studied in the field of cognitive science either statistically [50], or
by analyzing the links between knowledge and new ideas [51].

3 When Learning from Data is Not Enough. A Summary
of the contributions of the ESANN special session

A total of six studies were accepted in the special session. In “Privacy Pre-
serving Synthetic Health Data” [52], authors examine the feasibility of using
synthetic medical data generated by Generative Adversarial Networks (GANs)
in the classroom, to teach data science in health informatics. This paper fits the
topics broached in Section 2.2. Authors present an end-to-end methodology to
retain instructional utility, while preserving privacy to a level, which meets regu-
latory requirements: a GAN is trained by a certified medical-data security-aware
agent, inside a secure environment, while the GAN is used outside of the secure
environment by external users (instructors or researchers) to generate synthetic
data. This second step facilitates data handling for external users, by avoid-
ing de-identification, which may require special user training, be costly, and/or
cause loss of data fidelity. Authors benchmark the proposed GAN versus vari-
ous baseline methods using a novel set of metrics. At equal levels of privacy and
utility, GANs provide small footprint models, meeting the desired specifications
of authors application domain. Data, code, and details of a challenge organized
for educational purposes are made available by the authors.

The second accepted work is “Fairness and Accountability of machine learn-
ing Models in Railway Market: are Applicable Railway Laws Up to Regulate
Them?” [53]. This paper discusses whether the law is up to regulate ML model-
based decision-making in the context of railways systems operation. Authors
especially deal with the fairness and accountability of these models when ex-
ploited in the context of train traffic management and, therefore address the
topics broached both in Sections 2.1 and 2.2. Railway sector-specific regulation,
in their quality as network industry, hereby serves as a pilot. Authors show
that, even where technological solutions are available, the law needs to keep up
to support and accurately regulate the use of the technological solutions and
authors identify stumble points in this regard.

The third work is “Deep RL for Autonomous Robots: Limitations and Safety
Challenges” [54]. With the rise of deep reinforcement learning (Deep RL), there
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has also been a string of success stories related to problems of control of increas-
ingly complex agents in physics simulators. This has lead to some optimism
regarding uses in autonomous robots and vehicles. However, a recent study
showed that popular benchmarks are actually solvable by a linear policy, raising
the question of how well these represent real problems [55]. Authors there-
fore analyze a popular deep RL approach on toy examples from robot obstacle
avoidance, showing that these converge very slowly, if at all, to safe policies.
Convergence issues in the presence of uncertainty or local minima are identified
as aspects needing more attention for such safety-critical control applications.

The fourth accepted work is “Detecting Adversarial Examples through Non-
linear Dimensionality Reduction” [56]. Deep neural networks are vulnerable to
adversarial examples, i.e., carefully-perturbed inputs aimed to mislead classifi-
cation. This work proposes a detection method based on combining non-linear
dimensionality reduction and density estimation techniques. Authors empirical
findings show that the proposed approach is able to effectively detect adversarial
examples crafted by non-adaptive attackers, i.e., not specifically tuned to bypass
the detection method. Given the reported promising results, an extension of the
analysis to adaptive attackers is proposed as future work.

The fifth work is “Explaining classification systems using sparse dictionar-
ies” [57] and relates to the topics broached in Section 2.4. It addresses the rele-
vant topic of finding ways to explain the decisions of ML systems to end users,
data officers, and other stakeholders. These explanations must be understand-
able to human beings. Much work in this field focuses on image classification, as
the required explanations can rely on images, therefore making communication
relatively easy, and may take into account the image as a whole. Here, authors
propose to exploit the representational power of sparse dictionaries to determine
image local properties that can be used as crucial ingredients of understandable
explanations of classification decisions.

The last work accepted in our special session is “Dynamic fairness - Breaking
vicious cycles in automatic decision making” [58] and again remits to the top-
ics discussed in Section 2.2. Past research has shown that ML may reproduce
and even exacerbate human bias due to biased training data or flawed model
assumptions, leading to discriminatory actions. To counteract this, researchers
have proposed multiple mathematical definitions of fairness according to which
classifiers can be optimized. However, it has also been shown that the outcomes
generated by some fairness notions may be unsatisfactory. In this contribution,
authors add to this research by considering decision making processes over time,
establishing a theoretic model in which even perfectly accurate classifiers adher-
ing to almost all common fairness definitions lead to stable long-term inequalities
due to vicious cycles. Only demographic parity, enforcing equal rates of positive
decisions in all groups, avoids these effects and establishes instead a virtuous
cycle leading to perfectly accurate and fair classification in the long term.

4 Conclusions

The increasingly pervasive use of AT and ML based systems in our everyday life,
together with socially sensitive conflicts associated to such systems making the
news (think of autonomous driving, automated weapons, or real-time Al-based
surveillance, to name a few), are forcing the research community and governing
institutions to address the societal impact of the use of these technologies.
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In this ESANN special session, we have gathered an interesting collection of
papers that address diverse aspects of the societal impact of ML technologies
and propose solutions for their potentially negative effects.

A topic as broad as this cannot be covered in full in just a brief introductory
paper. In section 2, we have, at least, tried to provide an informative glimpse
into the sheer variety of topics involved, all of them relevant to ML practitioners.

Private companies are swiftly positioning themselves to dominate the land-
scape of technological development related to Al and ML. Governments and
public institutions, responsible for regulating the public domain and the soci-
eties they represent, are dragging behind these advances. The ML research
community cannot ignore any longer the pressing societal issues related to the
impact of these realignments, and efforts such as those of the European Union
High-Level Expert Group on Artificial Intelligence’s “Draft Ethics Guidelines
for Trustworthy AI” [3] and the AI4People project [4] illustrate a path forward
for this community to remain relevant in the shaping of the future of socially
responsible ML.
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